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This paper describes the systematic measurements of wind and water waves in a wind tunnel with a water
tank inside. The velocity fields are measured using a 2-D Laser Doppler velocimetry (LDV) in air and the in-
stantaneous water levels are measured using resistive twin-wire probes. The paper gives details on the free
surface statistics and the mean airflow structures, including the statistics of the wind-generated water waves,
phase velocity and group velocity of the waves, waves grouping, and interface friction. Comparisons are made
between these results with those for wind flows over a fixed solid surface. The wind-generated waves show
the typical growing trend with fetch and wind speed and are also asymmetric, with crests more pronounced
than troughs. A model is developed to account for the relative variation of phase velocity and group velocity,
which includes a dependence of the drift velocity from the wave steepness. The statistics of the wave groups
suggest that a separate treatment of the envelopes of the crests and of the troughs should be necessary. The
air flow boundary layer over the water waves shows a logarithmic profile with a wake near the free stream
and the apparent roughness is related to the wave amplitude. The transition to turbulence occurs at an earlier
stage with respect to the transition of a boundary layer over a smooth, flat rigid wall. The thickness of the
boundary layer over the water waves grows much faster than for the boundary layer over a plain, smooth
solid wall.

© 2011 Elsevier B.V. All rights reserved.
1. Introduction

In recent decades, many studies on airflow and water interactions
have been published, and numerous models have been developed to
understand and predict the dynamics of the flows and wave genera-
tion mechanisms. The air–sea interface covers more than 70% of the
Earth's surface and low-speed winds transfer the momentum to
water, generating waves, currents and turbulence. The wind wave
generation regime with currents and surface drift is less frequently
studied than the pure ocean waves. Considering only the wave gener-
ation, the fundamental works by Phillips (1957) and Miles (1957)
gave a general framework for the free surface disturbances excited
by pressure fluctuations and followed by the growth mechanism,
with the feedback from the perturbations of the air-flow to the free
surface waves. However, this framework lacks experimental support.
Because the measured growth rate was much larger than the theoret-
ical predictions, other models were developed by Longuet-Higgins
(1969), who showed that an oscillating shear stress could be as effec-
tive as the wave-induced pressure in transferring energy from wind
to waves. It soon became necessary to develop turbulent models in-
stead of quasi-laminar models. The problem in developing turbulent
rights reserved.
models is the generality: the available results are often inconsistent
and restricted to specific conditions; hence, it is difficult to establish
a generic model. A model that is calibrated in different flow condi-
tions cannot be transferred to other flow situations. Also, the refer-
ence system can be fixed or wave-following, with strong differences
in the results and in the interpretation. The wave generation is affected
by the turbulence not only on the air side, but also on the water side, as
analysed by Teixeira and Belcher (2006). The process is complex, and
despite numerous improvements in the analysis of the detailed
mechanisms involved, details are still unknown. A general description
of the interactions between turbulence and an air–water interface is
reported in Brocchini and Peregrine (2001) while the coupling pro-
cesses between gravity waves and winds and currents in turbulent
boundary layer are widely discussed in Sullivan andMcWilliams (2010).

Apart from the momentum transfer in wave and current genera-
tion, the air–water exchange of gases also has environmental implica-
tions and is a critical factor in understanding the fate of pollutants or
other anthropogenic materials. Global budgets of various materials
have been computed based on parametric models, but the exchange
process at the air–water interface is poorly understood. Turbulence
as well as the surface tension is important in determining the gas-
transfer rate through the interface, but their contributions have dif-
ferent orders of magnitude: a small drop of a surfactant can reduce
the gas-transfer rate by up to 60% without affecting the turbulence
structure (McKenna, 2000). Therefore, most of the process occurs in
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a thin layer in which the turbulence itself is suppressed andmolecular
motion is dominant.

On the water side, the structure of the flow field beneath the inter-
face depends on the wind speed and the fetch. In the lab, for a fixed
wind speed in the first zone just downstream, there are tiny undula-
tions at the air–water junction; in the second zone, the waves grow,
with rounded crests and sharp troughs. Caulliez et al. (1998) reported
that these growing waves occur in the form of V-shaped streaks,
which are randomly distributed and are generally unstable. At a small
wind velocity, before the onset of surface waves, a shear-driven current
develops. A mixed typical wave motion is superimposed at a higher
wind speed. At this stage, the convective motion is still limited, and
the turbulence is transferred from the mean flow by shearing and
micro-breaking. Micro-breaking differs from the classical wave break-
ing because it occurs in short waves without entraining air. On the
ocean scale, micro-breaking occurs more frequently than the classical
wave breaking, and it is believed to be important in transferring chemi-
cals and gases (Banner and Peregrine, 1993). In the lab, the percentage
of micro-breaking increases dramatically from ~10% to ~80% as the
wind speed increases from ~5 m/s to ~7 m/s and reaches ~90% for
wind speeds larger than ~11 m/s (Siddiqui and Loewen, 2007).

Most of the experimental and theoretical activities have clarified
the overall behaviour of the system, yet several specific phenomena
have not been well described, and their effects are interconnected.
The air–water interface separates the two boundary layers: the air-
flow boundary layer and the water flow boundary layer. They share
many characteristics with the boundary layers generated by a rigid
surface, but they have additional characteristics due to their interac-
tions. Some researchers have attempted to study the airflow by mim-
icking the water waves with a rigid undulated wall, but the similarity
fails in reproducing some important phenomena due to the lack of
wave breaking and wave mixing processes (see Perry et al, 1987, for
turbulent structure in boundary layers above wavy rigid surfaces).
Other models, especially for the boundary layer on the water side,
assume that the interface is flat (e.g. Shen and Yue, 2001). Clearly
wave breaking and Langmuir circulation increase the turbulence level,
which cannot be reproduced by a flat surface. Langmuir circulation
and wind wave generation can occur over comparable time scales
(Melville et al., 1998), and both act as turbulence sources. As a conse-
quence, diffusion is much larger on the water side boundary layer in
the presence of water waves (Veron and Melville, 2002). In the pres-
ence of interface waves, the local balance of turbulent quantities in
the boundary layer involves the transport from the sea surface as well
as production and dissipation; while for the case of rigid wall turbu-
lence, production simply equals to dissipation. Researchers previously
analysed the mean airflow profile and compared the similarities and
differences between the profiles over the smooth and rough plate
(Hsu et al., 1981; Stewart, 1970). Gerbi (2008), who analysed themech-
anisms of turbulent diffusion, posed several questions regarding the dif-
ferences between the rigid plate boundary layer and the water
boundary layer with an air/water interface.

The flow field is characterised by different geometric scales, and a
variety of structures can simultaneously develop. The scales involved
in the two boundary layers range from millimetres to tens of metres
(in the field). Clearly, turbulence plays a major role, and all of the
fluxes (momentum, chemicals, gas) are strongly controlled by coherent
structures, which are almost always present in the flow fields. Siddiqui
et al., 2004, investigated the property of the near surface flow, and by
correlating the gas-transfer rate with the surface renewal, they found
that 60% of the gas-transfer rate was due to coherent structures. This
result suggests that proper attention should be given to the effects
and efficiency of coherent structures.

Unfortunately, most quantities related to turbulence are difficult
to measure in the field due to the presence of surface gravity waves
that have much larger fluctuations than those of turbulence. The
problem of fluctuation separation has been addressed in several
ways. Kitaigorodskii et al. (1983) separated the velocity signal according
to the free surface displacement, while Trowbridge (1998) and Shaw
and Trowbridge (2001) distinguished turbulence from waves using
the expected variations of waves. Then, the fluxes and the length
scale near the bed were evaluated. Cavaleri and Zecchetto (1987)
attempted to estimate the momentum flux near the free surface
and found that the results were strongly affected by the separation
method.

Wind friction is the most used and probably the optimal indicator
of efficiency in transferring momentum and several other quantities
between air and water. On a global scale, the budgets of energy
strongly depend on this single coefficient which, in turn, should be
evaluated with the best possible accuracy. On a local scale, wind
growth, wave breaking, meteorological tides are phenomena strictly
controlled by the wind friction. Nevertheless there are still some
information missing on the relationship between free stream wind
velocity and friction at the interface in non-stationary conditions (e.g.
during wind growth) or in a physically limited domain (e.g. in bay or
estuaries). Also chemical and gases exchange is expected to follow a
similar mechanism of the momentum transfer and hence to depend
also on wind friction.

The necessity to analyse further details of the phenomena is also
confirmed by numerous papers which continuously appear on this
topic. Amongst them the most recent are due to Liberzon and Shemer
(2011) and to Shaikh and Siddiqui (2011), which follow an experi-
mental topic started several tens of years ago.

In order to clarify some aspects of the involved phenomena, a series
of tests in a wind tunnel equipped with a water tank has been carried
out. Gravity waves are generated entirely by the wind, and the results
are analysed. This paper is organised as follows: in Section 2, the exper-
imental apparatus and the measurements procedures are described. In
Section 3, the experimental results on water waves are presented and
discussed, with a focus on the phase and group velocities, and wave
grouping. Then, the air flow mean characteristics are presented, with
details on the vertical profile, apparent roughness and boundary layer
thickness. The conclusions are presented in Section 4.

2. Experimental apparatus and procedures

The experiments were conducted in a small non-closed low-speed
wind tunnel in the Centro Andaluz de Medio Ambiente, CEAMA,
University of Granada, Spain. The boundary layer wind tunnel has a
PMMA structure with a test section that is 3.00 m in length with a
360 mm×430 mm cross-section. The wind velocity, up to 20 m/s, is
controlled by a variable frequency converter controlling an electric
fan in the downstream section with a maximum power of 2.2 kW.
The air flow is straightened by a honeycomb section connected to
the tunnel followed by a contraction. A water tank is installed to
allow water wave generation. The water tank is constructed of PVC
and is 970 mm in length and 395 mm high (internal size), while
the still water depth is 105 mm. The overall layout is shown in
Fig. 1. The air flow cross-section over the tank is 235 mm×430 mm
and is connected to the wind tunnel through an upstream ramp
and a downstream ramp. The upstream ramp avoids air flow separa-
tion and guarantees a stable thin boundary layer above the water
surface. The downstream ramp is required to reduce energy loss
and avoid large unsteady vortices, which can induce pulsating mo-
tions in the air stream, hence smooth air flow can be maintained.
At the downstream end of the tank, the PVC side is slightly higher
than the upstream side wall to limit the overtopping of generated
waves, and a wave absorbing system of stainless steel wool is used
to minimise reflection.

One side of the tank is constructed of glass (thickness 5 mm) to
allow optical access. The details of the flow field and definition of
symbols are shown in Fig. 2. Further details can be found in Chiapponi
et al., 2011.



Fig. 1. Layout of the wind tunnel and water tank.
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2.1. Fluid velocity measurements

The wind speed in the tunnel is measured with a TSI 2D Laser
Doppler velocimetry (LDV) system. At first, the wind speed was mea-
sured by a hot-wire film connected to a TSI IFA, but this was soon
dismissed because the water droplets could attach to the sensor and
possibly damage the quartz coating film.

The laser source is an Innova 70 Series water-cooled Ar-Ion laser,
which can reach a maximum power of 5 W and works with two pairs
of laser beams with different wavelengths (green, λg=514.5 nm and
blue, λb=488.0 nm); each pair define a plane, and the two planes are
perpendicular to each other. The TSI optical modular system has a
two-component fibre optics transmitting/receiving probe, which also
collects the scattered light, sending it to the elaboration system, as the
system works in backward scatter mode. The focus length of the
probe lens is 363 mm, and the beam spacing is 50 mm. The half-angle
between the incident beams is 3.96°. The measurement volume is
defined by the intersection of the four laser beams, and has the shape
of a prolate ellipsoid whose dimensions are ~0.08 mm×0.08 mm×
1.25 mm.

The transmitting/receiving equipment of the LDV is mounted on
an ISEL traverse system and is placed adjacent to the wind tunnel
(Fig. 3). The traverse system allows longitudinal (parallel to the wind
tunnel) and vertical displacements of the probe, which are controlled
by a MATLAB® programme that transfers data to a Controller ISEL
C142 4.1. The stepper motors of the traverse system have a resolution
of 1 step=0.0125 mm, but the overall accuracy in the probe position
is expected to be equal to 0.1 mm.
Fig. 2. Air water motion descripti
The reference system for the transverse displacements and the
velocity measurements has its horizontal origin (x=0) at the up-
stream end of the water tank and its vertical origin (z=0) at the
still water level. The position of the still water level was defined at
the beginning of each series of measurements, moving the probe
in the vertical in order to have the intersection of the LDV beams
exactly at the free surface. The signal of a correct vertical positioning
was a huge increment of data rate, due to the particles of dust in
random motion at the interface.

In addition to the position of the probe, its inclination with respect
to the horizontal plane could be changed. A positive angle β enables
the air flow measurements immediately above the water surface,
and the value β=+4.2° is fixed.

The last parameter set for the LDV velocity measurements is the
orientation of the laser beams. The laser coordinate system can be
rotated by an angle θ with respect to the external coordinate system
made of the horizontal (x) and vertical (z) axes. For the present
experiments, a rotation θ=45° is set to reach points close to the
interface. It should be noted that the LDV coordinate system 1–2
is the system with which the velocity components are actually
measured, and a coordinate transformation is conducted to get the
velocity components in the external system, which is possible by
assuming that the flow is 2-D.

For measurements in the air, water drops generated by a spray
gun are used for seeding. The spray gun is outside of the wind tunnel,
with the nozzle pointed toward the honeycomb section at the en-
trance of the wind tunnel. This setup ensures that the large water
droplets are captured by the honeycomb section and that only the
on and symbol identification.
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Fig. 3. Layout of the LDV probe and the reference systems.

30 S. Longo / Coastal Engineering 61 (2012) 27–41
fine droplets reach the test section. The strong effects that surfactants
have on water wave generation necessitate the regular cleaning of the
wind tunnel and the water tank. The LDV systemmeasures the velocity
of the particles and not of thefluid; however, small light particles follow
the fluid motion well, as indicated by many studies.

The uncertainties in the LDV systems arise from velocity bias, the
inhomogeneous distribution of tracer particles, errors in the individual
velocity measurements, velocity gradients in the measurement vol-
ume, errors in the optical system, low resolution of the detector and
the signal processing. These sources may be viewed as different types
of noise that represent the white noise from stray light (reflections or
scattering of laser light from walls, windows or optical components),
the photomultiplier and the associated electronics. A weighting func-
tion based on the transit time was applied to correct the velocity bias
due to the dependence of the sampling on the velocity magnitude.
The overall uncertainty is equal to ~1% of the estimated velocity. The
measurements last for 600 s except for some tests with data overflow,
which limits the time of acquisition to no less than 400 s.

During the tests, the mean water level is reduced due to evapora-
tion and overtopping of the generated waves. To control the mean
water level, the tank is connected to a piezometer through a plastic
tube to avoid the water-level fluctuations. An ultrasound distance
metre measures the water level in a piezometer connected to the
water tank. The operator periodically reads the water level in the
piezometer as detected by the ultrasound distance metre and fills
up the wave tank through the tube if the variation is greater than
0.2 mm. The accuracy of the mean water level position is expected
to be within 0.3 mm.

After turning on the wind tunnel fan, it is necessary to wait long
enough for the air stream and for the water level control system
to reach a stationary state. In fact, immediately after the start of
the fan, a pressure reduction on the free surface of the wave tank
is responsible for a reduction of the water level in the piezometer.
This variation is always less than 10 mm, equivalent to ~1 mbar,
and accordingly, a tiny mass flux from the piezometer tank towards
the wave tank is generated. The effect is simply due to the pressure
gradient (with respect to the atmospheric pressure) generated by
the initiation of the fan.
2.2. Water level measurements

The water level can be measured using three different instruments:
an ultrasound distance metre in the air, positioned on top of the wind
tunnel; resistance probes in the sections of the measurements; and
the echo output of the ultrasound Doppler velocity profiler. For the
free surface data analysis in this paper (wave statistics and phase and
group velocity estimation), the resistance probes are preferred. There
are 8 resistance probes always connected and positioned in Sections
from S7 to S0. Occasionally, an additional resistance probe in Section
S-1 (the largest fetch) is connected but most of the results of the
water level measurements in Section S-1 have been obtained with the
ultrasound Doppler velocity profiler. The resistance probes are quite
accurate but have a limitation in resolution in the order of the height
of the water meniscus around the wires. Also, the cross-talking influ-
ences the measurements, and even though the probes are positioned
with the twowires aligned along the expectedwave crest (i.e. spanwise),
the spatial resolution can be assumed to be equal to the spacing of the
wires. The probes have the advantage of simultaneous measurement in
several sections and hence the possibility of cross-correlation the water
level elevations.

The water level measurements are performed simultaneously at
all sections (S0 to S7) using 8 probes, and the data are acquired at a
rate of 200 Hz through a DAQ board after filtering with a low-pass
filter at 20 Hz. The hardware is produced by DHI (water level modules,
filter, DAQ), but the 8-wave gauges were produced in the lab with twin
parallel wires (ϕ=0.3 mm) at a spacing of 20 mm. The calibration is
conducted by modifying the water level in the expected range and
measuring the input value through an ultrasound distance metre
installed in the wind tunnel over the tank. The hardware modules
are set with the maximum gain and with the zero offset correspond-
ing to an empty tank.

3. Results and discussion

3.1. Waves

The wind-generated waves and their evolution have been studied
by numerous researchers (e.g., Wu, 1975) under various conditions;
at low wind velocity (U∞b1.9 m/s), capillary waves are generated,
followed by rhombic gravity cells due to the wind boundary layer
transition to turbulence. At higher wind velocity, wave breaking
occurs, and gravity replaces the surface tension as the key parameter
for the wind–wave interaction.

A similar behaviour is observed in the present experiments. Some
small disturbances of the free surface have wavelengths of less than
1 cm, and the wave crests are oriented normally to the wind direc-
tion. For increasing wind speeds, the small waves become larger in
amplitude and length, reducing the frequency and increasing the
travelling speed. The high wind speed is responsible for the dissipa-
tive micro-breaking, while the capillary effect is very limited. In fact,
micro-breaking frequently occurs in the experimental conditions for
high wind speeds (Siddiqui and Loewen, 2007). The instantaneous
water surface elevation data are first analysed in the time domain
with a zero-up-crossing technique to extract statistical parameters.
The statistical values of the wave height H, the crest ac and the trough
at are reported in Table 1 and sketched in Fig. 4 for the maximum and
minimum wind speed tests.

The zero(-up)-crossing analysis shows a non-monotonic increase
in the wave height (all statistical estimators) with wind speed and
has a strong asymmetry, with the crest being more than 50% higher
than the troughs. For the increasing wind speed, the free surface spec-
trum shows that most of the energy is stored within single peaks,
with the frequency gradually reducing from ~7 to ~5 Hz. The wave
growth is also linked to energy transfer towards lower frequencies
due to non-linear wave-wave interactions. Note that this process is

image of Fig.�3


Table 1
Statistics of the waves generated by the maximum wind speed test (U∞=10.90 m/s): wave height, crest and trough amplitude. Hrms, ac-rms, and at-rms are the root mean square
values of the wave height, of the crest and of the troughs, Have is the mean wave, H1/3, H1/10, and H1/20 are the one-third, one-tenth and one-twentieth wave heights, and Hmax

is the maximum wave height.

Section x Nwaves Hrms ac-rms at-rms Have H1/3 H1/10 H1/20 Hmax

# (mm) # (mm) (mm) (mm) (mm) (mm) (mm) (mm) (mm)

S7 37 13,996 2.00 1.31 1.13 1.66 2.97 4.04 4.51 7.63
S6 120 8304 3.93 2.26 2.11 3.28 5.82 7.81 8.67 13.21
S5 220 6523 6.02 3.44 3.06 4.97 9.01 11.89 13.07 18.41
S4 320 6965 6.20 3.56 3.21 5.06 9.27 12.46 13.83 19.22
S3 420 6398 5.73 3.30 2.99 4.77 8.49 11.32 12.53 17.84
S2 520 6895 5.46 3.17 2.90 4.52 8.10 10.93 12.20 18.18
S1 620 7399 5.41 3.18 2.89 4.44 8.01 11.08 12.49 17.60
S0 720 6916 5.64 3.29 3.00 4.62 8.40 11.52 12.83 19.65
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not monotonic: as micro-breaking initiates, part of the energy is lost,
and a reduction of Hrms is detected. The waves are asymmetric, with
crests more pronounced than troughs. The highest value of the
root mean square (rms) wave height is reached in Section S4 and
is then followed by a progressive reduction, and the growth trend
is observed again in the last section of the measurements. At lower
wind speeds, the behaviour seems similar, but the second phase
(wave height reduction) is absent, at least for the limited fetch of
the experiments.

At high wind speeds, a rapid growth of the waves and then a pro-
gressive reduction of the wave frequency are observed (Fig. 5).

The statistics of the wave frequency in the time domain are
reported in Table 2, while the power spectrum of the free surface
elevation is shown in Fig. 6. The spectra are computed with a Welch's
averaged, modified periodogram spectral estimation method, using a
Gaussian window with 50% overlap, resulting in 30 degrees of free-
dom and a spectral resolution of 0.025 Hz.

A similar analysis was performed by Liberzon and Shemer (2011)
who calculated the coherence between the signals of two subsequent
probes detecting the frequency of the correlated waves and the phase
lag. Their results are similar to the present results, but the absolute
values can be hardly compared because they define a dominant fre-
quency of the waves based on the first order momentum of the spec-
trum whereas the peak frequency herein used is based on a direct
observation of the spectrum shape.
Fig. 4. Wave height H (●), wave crest ac (▲) and wave trough at (▼); root mean square
values at different fetches. Solid symbols refer to the maximum wind speed
(U∞=10.90 m/s), and open symbols refer to the minimumwind speed (U∞=7.59 m/s).
3.1.1. Phase and group velocities of the waves
In the absence of currents, the phase velocity and the wave length

can be computed using the gravity-capillary wave dispersion equation:

ω2 ¼ gkþ σ
ρ
k3

� �
tanh kh ð1Þ

whereω=2π/T is the angular frequency, T is thewave period, k=2π/L
is the wave number, L is the wave length, ρ is the water mass density
and σ is the surface tension. In the present experiments, only deep
water waves are encountered, hence tanh kh=1; in addition, the
waves are not rigorously monochromatic, so the values only refer to
the dominant wave component.

With currents in the same direction as that of thewave propagation,
the phase velocity of the wind-generated waves is greater than that in-
dicated by the classical relationship. Minor discrepancies can also arise
from the inertial pressure and finite amplitude effects. If the current
has a uniform velocity across the water depth, the difference is equal
to the surface drift; otherwise, the difference is less than the surface
drift and depends on the velocity distribution of the current. Notably,
the variation of the phase velocity due to the surface drift has been
used to evaluate indirectly the wind speed (Jacobs and Gwinn, 1999).

The water level elevation measurements with the resistive probes
in the 8 sections are simultaneous, therefore the cross-correlation
technique is applicable for estimating the phase velocity. The average
phase velocity between the two sections can be computed from the
time delay τ of the highest positive peak of the cross-correlation
function (Fig. 7):

cave ¼
Δx

τ � nT
ð2Þ
Fig. 5. Wave height growth for varying fetch and wind speed.
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Table 2
Statistics of the waves generated by the maximum wind speed test (U∞=10.90 m/s):
frequency. fave is the average frequency, f1/3,1/10… is the frequency of the top 1/3
wave heights, of the top 1/10 wave heights, etc., and fmax is the maximum frequency.

Section x fave f1/3 f1/10 f1/20 fmax

# (mm) (Hz) (Hz) (Hz) (Hz) (Hz)

S7 37 23.26 15.38 13.16 11.76 10.00
S6 120 13.89 8.20 6.41 6.13 5.65
S5 220 10.87 6.29 5.35 5.18 5.18
S4 320 11.63 6.45 5.13 4.93 4.29
S3 420 10.64 6.13 4.95 4.76 4.69
S2 520 11.49 6.54 5.00 4.67 4.13
S1 620 12.35 6.99 5.05 4.61 4.24
S0 720 11.49 6.37 4.67 4.41 4.26

Fig. 7. Normalised cross-correlation (bold line) between the concurrent elevations in
Sections S0 and S1 and the envelope (dashed line). The distance between the two
probes is Δx ¼ 0:1 m. The test with U∞=10.90 m/s.
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where Δx is the distance between the two probes and n is an integer.
The ambiguity on the value of n has to be solved by knowing the
range of the phase velocity.

The uncertainty in the estimate of the phase velocity, computed
according to the propagation of error model (Taylor, 1997) is equal to

dcave
cave

¼ dΔx
Δx

þ dτ
τ � nT

ð3Þ

where the first contribution is due the vibration of the wires and to the
uncertainty in the wires' position. It can be assumed that dx ¼ 3 mm,
and it results that dx=x ¼ 3% . The second contribution is due to the
error in locating the peak of the cross-correlation function, which is
due to the noise and the spectral resolution bandwidth limitation. The
peak detection error in the cross-correlation is equal to (Bendat and
Piersol, 2000):

στ ¼ 0:65
πB

ffiffiffiffiffiffi
BT

p N
S

� �
ð4Þ

where B is the bandwidth, T is the duration of the acquisition, and N/S is
the noise-to-signal ratio. Assuming B=20 Hz (the cut-off frequency of
the low-pass filter in the DAQ), T=600 s and N/S=10−3, the result is
στ≈10−7 s and is negligible. The spectral resolution bandwidth is
equal to Δf=0.048 Hz. Hence, assuming τ=0.2 s, this results in
dτ=2ð Þ=τ ¼ f =2ð Þ⋅τ ¼ 0:5% . The overall uncertainty is d cave/cave=3.5%.

The cross-correlation technique detects the phase velocity of a wave
signalwithout the necessity to know thewave period (the ambiguity on
the time delay can be easily solved by knowing an approximate value of
the wave period). Using this information, it is possible to define the
dominant wave as that having a phase velocity computed from the
Fig. 6. Power spectrum of the free surface elevation for three tests in Section S-1 x
cross-correlation technique and a period corresponding to the peak
of the energy spectrum. The spectrum is evaluated with the Welch
method using a Gaussian window and 50% overlap, and the bandwidth
resolution of the average spectrum is equal to 0.048 Hz. Finally, the
wave length, computed as L=c/fp, where fp is the wave frequency, has
an uncertainty equal to

dL
L

¼ dc
c
þ df p

f p
≈ dc

c
þ Δf p=2

f p
≈ 4%: ð5Þ

These results are reported in Table 3 for the test with the maximum
wind speed. Also, the data computed for the other tests (increasing
wind speed) are compared with the results of several theories and
experiments in Fig. 8. In particular the empirical dispersion relation in
presence ofwinddrift proposed by Liberzon and Shemer (2011), having
the expression c=c0(1+ak+bk2) with c0=ω/k computed using the
gravity capillary wave dispersion (Eq. (1)), a=3.05×10−3 m and
b=8.2×10−6 m2, represents an upper bound of all the data. Notably,
as discussed by the authors, the two coefficients a and b are strictly
related to the tank characteristics and essentially to the surface drift
velocityUs (see Section 3.2 for the analysis of the surface drift in the pre-
sent paper), hence have not a general validity. The minor differences of
=820 mm. Measurements with the UDVP. The 95% confidence band is shown.
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Table 3
Phase velocity of the waves estimated by the time delay of the peak in the cross-
correlation of the water elevation signals. Values refer to U∞=10.90 m/s. x is the
fetch length, cave is the average phase celerity, fp is the peak frequency, L is the wave
length and cgave is the average group celerity. Phase and group velocities are estimated
as average between two close sections and the values in a section are linearly
interpolated.

Section x cave fp L cgave

# (mm) (m/s) (Hz) (m) (m/s)

S7 37 – – – –

0.24±3.5%
S6 120 0.30 6.20±0.025 0.048±4% –

0.35 0.31±3.5%
S5 220 0.40 5.18 0.078 0.31

0.46 0.32
S4 320 0.48 5.27 0.092 0.36

0.51 0.41
S3 420 0.51 4.25 0.119 0.41

0.50 0.41
S2 520 0.50 3.91 0.128 0.41

0.50 0.41
S1 620 0.52 4.25 0.123 0.39

0.54 0.37
S0 720 – 3.61 – –

Fig. 9. Non-dimensional phase velocity c/c0 as a function of the wave steepness kH and
of the non-dimensional wind speed U∞/c0.
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the present data with respect to the theoretical dispersion relation
occur for measurements near the entrance with a small fetch.

To understand the factors influencing the phase velocity, the
velocity is normalised by the theoretical phase velocity for capillary-
gravity waves without drift, and is plotted as a function of the relative
speed of the wind and wave steepness in Fig. 9. No clear trend is
observed. Presumably, the most important influencing factor is the
free surface drift, which is related to the wind speed but is also
dependent on the experimental tank characteristics. According to
van Gastel et al. (1985), a 25% error in the surface drift Us leads to
errors in c by up to 50%.

The excess of the estimated phase velocity (proportional to the
surface drift) and the estimated group velocity as a function of the
wave steepness are shown in Fig. 10.
Fig. 8. Phase velocity as a function of the wave number. Theory: dashed line, Valenzuela
(1976); bold line, van Gastel et al. (1985); dash-dot line, classical dispersion without
drift; and dotted line, empirical relation by Liberzon and Shemer (2011). Experiments:
□, present experiments, long fetch; , present experiments, short fetch; ○, Plant and
Wright (1980); and ×, Kawai (1979).
The waves are generally dispersive, thus group is different from the
phase velocity. The theoretical wave group velocity is obtained by dif-
ferentiating the dispersion Eq. (1), obtaining the following expression:

cg≡
∂ω
∂k ¼ c

2
1þ 2kh

sinh2kh

� �
þ 3
2
σ
ρ
k
c
→cg ¼ c

2
þ 3
2
σ
ρ
k
c
in deep water: ð6Þ

The correction that is due to that capillarity is usually negligible
unless long periods of very short waves are present.

In the present experiments, the wave group velocity is estimated
by the Hilbert transform of the cross-correlation function of the mea-
sured water levels, which gives the envelope of the function with
a peak at a time delay τg (Fig. 7). For narrow bandwidth signals, the
group velocity can be computed as cg ¼ Δx=τg (Bendat and Piersol,
2000). The experimental results give an average value between two
adjacent sections, and have an uncertainty approximately equal to
the uncertainty computed for the phase velocity.
Fig. 10. Non-dimensional (□) phase velocity and ( ) group velocity excess as a function
of the wave steepness kH. Phase velocity excess — dashed line: Stewart (1970); dot-
dashed line: Keulegan (1951) and Masch (1963); and dot line: Hidy and Plate (1966).
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Fig. 11. a) Experimental values of the ratio between group and phase velocities as func-
tion of the wavenumber. The line is the result of the elaboration of the empirical
dispersion relation by Liberzon and Shemer (2011); b) Experimental values of the ratio
between group and phase velocities as function of the wave steepness. The dashed area
marks a transition between high wave steepness (dashed line, α=−1.60, r=0.62),
typical of wind waves in the early stage, and reduced wave steepness (bold line α=
−0.85, r=0.64).
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The excess of phase velocity and of group velocity slightly decrease
with thewave steepness. The phase velocity excess respect to c0, the ve-
locity without currents, is smaller than the asymptotic value of (c−c0)/
U∞=0.035 estimated by Stewart (1970) for very long fetches in the
field (several kilometres). The observations by Keulegan (1951) and
Masch (1963) from the technique of tracing buoyant particles indicate
a value of 0.020, while those by Hidy and Plate (1966) indicate a value
of 0.017. The scatter of the experimental results can be attributed to
several factors, including the finite size of the buoyant particles and
the velocity gradients.

The variation of the phase velocity with fetch can be attributed to
several factors (wind drift and Stokes current are both variable in
space), but these factors should affect the phase and the group celerities
in a similar way. An attempt to explain the experimental values by
assuming a dependence of the phase celerity on the wave number
only is reported in Fig. 11a, where the curve is computed by using the
empirical dispersion relation reported in Liberzon and Shemer (2011).
Even though the trend of the curve is correct, the experimental data
appear too disperse.

To explain better the experimental results, assume that the velocity
drift is a function of the wave steepness Us=Us(kH). The theoretical
relationship is:

c≡ω
k
¼ βUs þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g
k
þ σ

ρ
k

� �
tanh kh

s
→c−c0 ¼ βUs ð7Þ

cg≡
∂ω
∂k ¼ βUs þ βkH

dUs

dkH
þ cg0→cg−cg0 ¼ βUs þ βkH

dUs

dkH
ð8Þ

where β is a coefficient (Hidy and Plate, 1966). The difference between
the group velocity excess respect to cg0, the group velocity in absence of
currents, and the phase velocity excess is due to the last term in Eq. (8).

cg−cg0
c−c0

≡Us þ kH dUs
dkH

Us
¼ f kHð Þ: ð9Þ

By assuming f(kH)=r⋅(kH)α and integrating the result is:

Us

Usr
¼ krHr

kH
exp

r
α

kH
krHr

� �α
−1

� �� �
ð10Þ

where Usr is the reference drift velocity in the section with a steepness
of the waves equal to krHr. This function has a maximum for kH

krHr
¼

1
r

� �1=α equal to

Us

Usr

� �
max

¼ exp
1−r
α

� �
r1=α : ð11Þ

Observing the experimental f (kH) in Fig. 11b two branches are evi-
dent: a first one corresponding to relevant steepness, typical of limited
fetches, the second one corresponding to asymptotic wave steepness.
The fitted parameters are, respectively α=−1.60, r=0.62 and α=
−0.85, r=0.64.

The corresponding theoretical relative drift velocities are shown in
Fig. 12.

The dashed area refers to transition between the high steepness
(dashed line) and mid or low-steepness (bold line) while the dotted
vertical line indicates the limit of the present tests. A similar transi-
tion is also observed in the wave height (Table 1). In the transition
area the drift velocities computed by using the two experimental
curves are almost coincident hence no drift velocity discontinuity is
forecast. The drift velocity peaks at ~0.59 then decreases. Note that
the experimental values range from ~0.57 to 1 and considering that
the wave steepness almost monotonically decreases with fetch length
it results that the forecast velocity drift increases from the entrance to
the end of the wave tank, as expected. The comparison with some
experimental data is also shown. The bullets are based on a relation-
ship due to Wu (1975), with the wind friction velocity reported in
Table 5, while the diamonds refers to few measurements obtained
in the present experiments observing the horizontal velocity profile
measured with LDV in water near the interface (not discussed in
the present paper). Both estimations are affected by a certain degree
of inaccuracy. While the empirical expression by Wu (1975) refers to
developed wave field, hence no effects due to the limited size of the
wave tank is accounted for, and interpolates relatively sparse data,
themeasurementswith the LDV suffer from the strong velocity gradient
in the aqueous boundary layer, which makes uncertain the correct
estimation. The LDV set of measurements, even though is quite lim-
ited in number, seems to better comply with the theoretical values.
Generally speaking, it is expected that the coefficient and the expo-
nent of the function f (kH) depends on the geometry of the wave
field, being different for waves in open sea or in a laboratory flume.



Fig. 12. Theoretical drift velocity computed according to the fitted curves in Fig. 11b. :
present experiments, velocity drift computed by using the relation Us=0.55 u*
(Wu, 1975); ◊: present experiments, measured velocity drift with LDV in water
(not discussed in the present paper). The dashed line refers to high wave steep-
ness (α=−1.60, r=0.62), the bold line refers to the reduced wave steepness
after transition (α=−0.85, r=0.64). The dashed area marks the transitions, the
vertical dot line marks the lower limit of the wave steepness in the present exper-
iments. The reference section is Section S5. Fig. 13. Distribution of the lengths of runs of high waves exceeding the median Hmed and

H1/3. H≥Hmed: – ○ – observations; – theory (correlated); –⋅– theory (uncorrelated)
H≥H1/3 : – ● – observations; Section S0, U∞=10.90m/s. Total of 6809 waves. p0
(Ht=H1/3)=0.144,p22(Ht=H1/3)=0.246;p0(Ht=Hmed)=0.419,p22(Ht=Hmed)=0.478.
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3.1.2. Wave grouping
A close inspection of the wave record of the real sea indicates that

highwaves appear in groups rather than individually. Themain interest
in checking for grouping in the waves generated in the tank is a closer
analysis of the statistics of the free surface elevation. As explained in
the following, the grouping introduces new time and length scales
that can be important for further analysis of the possible resonances
between the air flow field and water waves. Starting from the zero-
cross analysis, the length of a group, hereafter called a run, is the
number of consecutive waves exceeding a threshold value (see the
inset in Fig. 13). The repetition length, hereafter called the total run,
is the number of waves between two starting waves of subsequent
groups (see the inset in Fig. 13). The new time and length scales are
related to the length of the run (which can easily be transformed in
the period of the run and length of the group) and to the length of
total run (also transformable into a period and space length). The larger
the threshold value, the lower the number of groups of a specific run.
Following Goda (2000), the probability distribution of run length for
uncorrelated waves is

P j1ð Þ ¼ pj1−1
0 1−p0ð Þ ð12Þ

where j1 is the length of the run and p0 is the occurrence probability
for H>Ht, where Ht is the threshold. Real waves are correlated, and
the previous hypothesis underestimates the grouping. Hence, p22 is
defined as the probability that H2 exceeds Ht under the condition that
the previous wave H1 has already exceeded Ht, and the probability
distribution of run length for the correlated waves is

P j1ð Þ ¼ pj1−1
22 1−p22ð Þ: ð13Þ

The observed probabilities are in good agreement with the theory
for correlated waves, as shown in Fig. 13, where groups of up to 14
waves are present if the threshold is the median wave height. Similar
results are obtained for all of the tests and all of the sections measured,
with minor changes in sections with small fetches and small wind
speeds. Considering that the correlation hypothesis is more realistic
and gives better results, the analysis will be focussed only on the corre-
lated wave heights.
For the correlated wave heights, the mean length of the run is
equal to

j1 ¼ 1
1−p22

ð14Þ

and the mean length of the total run is

j2 ¼ 1
1−p11

þ 1
1−p22

ð15Þ

where p11 is the probability that H2 does not exceed Ht under the
condition that the previous wave H1 had not exceeded Ht.

A theory to evaluate the run length was developed by Kimura
(1980) based on the calculations of the envelope of the waves and
following the paper by Rice (1944, 1945) on the statistical properties
of random noise. Assuming that the wave process is Markovian, i.e., a
sequence of random states (the possible values of the wave height)
having a probability distribution function (p.d.f.) that depends only
on the most recent state, the probability of two successive amplitudes
of the envelope R1 and R2 evaluated with a time lag τ is:

p R1;R2; τð Þ ¼ R1R2

m2
0 1−r2τ
� � exp − R2

1 þ R2
2

2m0 1−r2τ
� �

" #
I0

rτR1R2

m0 1−r2τ
� �

 !
ð16Þ

where m0 is the zeroth order momentum, I0 is the Bessel function of
the first kind of zeroth order, and rτ is a function of the time lag called
the envelope correlation parameter.

The correlation coefficient computed by using the p.d.f. (16) is

r R1;R2ð Þ ¼
E rτð Þ− 1−r2τ

	 

K rτð Þ=2−π=4

1−π=4
ð17Þ

where K and E are the complete elliptic integrals of the first and second
types, respectively, and rτ is evaluated by setting the time lag τ equal to
the mean wave period T .
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If the spectrum is narrow-banded, the function rτ can be computed
as

r2τ ¼ 1
m0

∫∞

0
S fð Þ cos 2πf τð Þdf

����
����2 þ 1

m0
∫∞

0
S fð Þ sin 2πf τð Þdf

����
����2 ð18Þ

where S(f) is the wave spectrum. The joint probability density function
of the two successive wave heights H1 and H2 is

p H1;H2; τð Þ ¼ 4H1H2

H4
rms 1−r2τ
� � exp − H2

1 þ H2
2

H2
rms 1−r2τ
� �

" #
I0

2rτH1H2

H2
rms 1−r2τ
� �

 !
ð19Þ

and the correlation coefficient between the two successive wave height
is equal to r(R1,R2).

The comparison between this theory and the results of the present
experiments are shown in Fig. 14. The wave height correlation coeffi-
cient measured in the present tests is smaller than the theoretical
prediction, i.e., for a given envelope correlation parameter, the suc-
cessive wave heights correlate less than expected. It can be attributed
to several reasons. First of all, the wave spectrum recorded in the
sections of measurements is not actually narrow banded, because
the wave generation process is dominant with respect to the wave-
wave non-linear interaction, and therefore, a great variety of waves
are still present. Secondly, there is a strong asymmetry of the waves,
with wave crests more pronounced than the wave troughs, whereas
Eq. (19) assumes a perfect symmetry of the envelopes. A proper
model should include the joint probability of the wave crest envelope
and wave trough envelope as separate processes that evolve with a
lower degree of correlation than that in the case of symmetry. Hence,
the joint probability density function of two successive wave heights
is expected to take values smaller than the theoretical values. The tem-
poral variation of the wave heights is faster in comparison with that of
envelope amplitude, thus produces a smaller correlation coefficient.
Notably, the smaller correlation coefficient is associated with the
small fetch in Section S7, where the water wave generation has just
started.

The mean length of the total run also deviates from the theoretical
predictions. In Fig. 15, the mean length of the total run for H>H1/3 is
Fig. 14. Relationship between the correlation coefficient and the envelope correlation
parameter. Bold line: theory; ○: numerical simulations (Goda, 2000); ♦: field data
(Goda, 2000); ●: present experiments, Sections S0–S7, U∞=10.90 m/s.
shown, compared with numerical simulations and two field data. The
standard deviation of the observation is high, and therefore the quality
of agreement is relatively poor. The grouping seems to be present at
the early stage of the wave development, but its statistics seem to be
slightly different from the statistics for real sea wave data.

3.2. The air flow mean velocity profile

To analyse the air flow boundary layer, the air velocity is acquired
at several points in Sections S0–S7, with a space step of 1 mm near
the interface and a larger step in the upper region. The data acquisi-
tion lasts for 600 s near the free surface with a rate equal to 20 Hz,
and for 300 s in the upper region with a rate of 100 Hz.

3.2.1. Measurements over a plain, smooth rigid wall
To check the characteristics of the external flow field and validate

the wind tunnel in the modified configuration (with the contraction/
expansion elements upstream and downstream of the water tank),
the first series of experiments are conducted with the air flow over
a plain, smooth PVC wall, rather than the air–water interface. The
mean horizontal velocity profiles at eight sections are shown in
Fig. 16.

A logarithmic profile is evident in the lower region, and a wake
characteristic is expected in the free stream. Curve fitting is carried
out based on the “law of wake” proposed by Coles (1956):

U∞−U
u�

¼ −1
k
ln

z
δ
þWc

k
2−W

z
δ

	 
h i
ð20Þ

where u* is the friction velocity, U∞ is the free stream velocity, k is the
von Karman constant, δ is the boundary layer thickness, Wc is the
wake parameter, and W(…) is the wake function, approximated by
(Hinze, 1975).

W
z
δ

	 

¼ 1− cos

πz
δ
: ð21Þ
Fig. 15. Comparison of the theoretical and observed results for the mean length of the
total run for Ht=H1/3. Bold line: theory; ○: numerical simulations (Goda, 2000); ♦:
field data (Goda, 2000); ●: present experiments, Sections S0–S7, U∞=10.90 m/s.
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Fig. 16. The horizontal mean wind velocity profiles over a plain, smooth rigid wall. The
wind speed in the free stream is U∞=11.30 m/s.
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The Eq. (20) can also be written as:

Uþ ¼ 1
k
lnzþ þ C þWc

k
1− cos

πzþ

δþ

� �� �
ð22Þ

where U+=U/u*,δ+=δu*/νair,z+=zu*/νair, and the constant C is
equal to:

C ¼ Uþ
∞−

1
k
lnδþ−2

Wc

k
ð23Þ

where U∞
+=U∞/u*.

All the fitted curves achieve a level of confidence greater than 0.95.
The values of parameters are presented in Table 4.

The overall behaviour of the boundary-layer is shown in Fig. 17;
the velocity gradient in the vertical is shown to be a function of the
fetch and the distance normal to the wall.

The entrance geometry influences the structure of the flow at
small fetches, but a regular boundary-layer development is observed
further downstream. Although not shown here, the kinetic turbulent
energy, the Reynolds shear stress and other variables of the process
also experience similar trend.
Table 4
Parameters for the mean velocity profiles at different fetches. Measurements in the air over
friction velocity, δ is the computed thickness of the boundary layer, Wc is the wake coefficie
dimensional velocity profile.

Section # S7 S6 S5 S4

x (mm) 37 120 220 320
U∞ (m/s) 11.30 11.30 11.30 11.3
u* (m/s) 0.35 0.35 0.39 0.4
δ (mm) 4.2 7.2 12.7 13.0
Wc 1.630 0.847 0.389 0.3
Rex (×105) 0.277 0.898 1.65 2.3
C 3.74 3.53 4.53 8.7
3.2.2. Measurements over water tank
A second series of measurements are about the air flow over water

in Sections S0–S7. A finer resolution of the measurements is adopted,
and the fan speed is identical to that in the previous section. However,
the free stream wind velocity is lower in the presence of water,
because of the higher energy loss in the presence of water waves and
the presence of the stainless steel wool used to reduce water wave
reflection. The mean horizontal velocity profiles are shown in Fig. 18.

For this set of measurements, a logarithmic profile is also evident
in the lower region, with a small deviation from the rigid wall bound-
ary layer near the water boundary and in the free stream. The water
surface is not at rest (like the rigid wall) but moves, therefore the
fitting curve function is:

U∞ þ Us−U
u�

¼ −1
k
ln

z
δ
þWc

k
2−W

z
δ

	 
h i
ð24Þ

where Us is the surface drift. The surface drift is not measured, but
estimated by Us=0.55 u* (Wu, 1975). Eq. (24) can be written in a
form similar to the expression (22):U+=(U−Us)/u*≡U/u*−0.55.

All the fitted curves achieve a confidence level greater than 0.95.
The final values are presented in Table 5.

Table 5 also includes the theoretic thickness of the boundary layer,
which has been evaluated by using the classical formula (Schlichting
and Gersten, 2000):

δteor−lam ¼ 5

ffiffiffiffiffiffiffiffiffiffi
νairx
U∞

s
forRex b 3⋅105 ð25Þ

in laminar condition, and

δteor−turbU∞
νair

¼ 0:14
Rex

lnRex
G lnRexð Þ forRex > 3⋅105 ð26Þ

in turbulent condition, with the function G varies weakly with the
Reynolds number: 1.5 for 105bRexb106 and 1 for ln Rex→∞. The
transition strongly depends on background disturbances. The com-
puted friction velocity, except for Sections S7 and S6 where the effects
of the entrance geometry are still evident on the structure of the
boundary layer, can be predicted by the empirical formula given by
Hidy and Plate (1966):

u� ¼ 0:0185⋅U3=2
∞ ð27Þ

where both velocities are in metres per second.

3.2.3. The characteristics of the velocity profiles
The normalised profiles in the wall coordinates for both series of

tests are shown in Fig. 19. For small fetches (xb220 mm), the flow
needs to adapt to the sudden change of wall geometry, a negative
gradient pressure is active which reduces the friction velocity and the
flow is generally in a super-smooth regime. A similar behaviour is also
a plain, smooth solid wall. x is the fetch length, U∞ is the asymptotic velocity, u* is the
nt, Rex is the Reynolds number base on x and on U∞, and C is the constant in the non-

S3 S2 S1 S0

420 520 620 720
0 11.30 11.30 11.30 11.30
3 0.44 0.52 0.54 0.53

13.8 14.4 15.6 15.7
78 0.417 0.309 0.282 0.324
9 3.14 3.89 4.64 5.39
3 9.27 12.39 15.05 12.79
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Fig. 17. Velocity gradient in the boundary layer over a plain, smooth rigid wall. In the upper panel, the variables are dimensional and the grey scale is the gradient velocity in s−1; in
the lower panel, the variables are non-dimensional with respect to the internal scales of the boundary layer, i.e. the friction velocity u* and the thickness δ. In addition to the fetch,
the axis of the Reynolds number Rex referred to the distance from the origin is added, with values from 27,700 in Section S7 to 539,000 in Section S0. For a stable well developed
boundary layer, the isolines of the non-dimensional velocity gradient plot should be parallel to the bottom. The average wind speed in the free stream is U∞=11.30 m/s.
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observed on the water side of the flow. For fetch x>220 mm, the pro-
files almost collapse to the typical profile for turbulent rough flow.
Also, thewake parameterWcdecreases sharplywhen the fetch increases,
before retaining a constant value of around 0.35, similar to the value
obtained by Hsu et al.(1981).

Some indications can be given about the role of the water waves in
determining the nature of the mean flow. Hsu et al. (1981) claimed
that, at least for mechanically generated waves by air flow at low
wind speed (U∞=2.4 m/s), the wave-following properties of the
mean profiles should be related to the ripples superposed on the gen-
erated wave. This claim is in contrast to that of Stewart (1970), who
measured the velocity over flat water and over water waves (similar
to those studied in Hsu et al., 1981) but concluded that the waves
themselves contributed to roughness, i.e., ‘the velocity profile over
water waves is quantitatively similar to the profile over a rough
plate’. As a consequence, while Hsu et al. (1981) found C=8.62,
Stewart found C=3.7 (he found C=7.2 for a smooth flat water sur-
face). According to Hsu et al. (1981), Stewart was wrong in consider-
ing the generated water waves as surface roughness: if it were true
the coefficient C should decrease for an increasing wind speed keep-
ing constant the wave amplitude, because the relative roughness
a+=au*/ν, where a is the wave amplitude, increases due to the incre-
ment of the friction velocity. Hence, the reduced value of C was
simply due to the fixed reference chosen by Stewart. In addition,
Hsu et al. (1981) claimed that the super-smooth flow coefficient of
their experiments (and of Stewart's experiment over a smooth, flat
water surface) was a consequence of the surface drift current,
which reduced the shear stress and thus C (C=5.0 according to
Hussain and Reynolds, 1970, and C=6.2 according to Coles, 1956).
In the present experiments, the surface drift velocity effect is included
in the computation of the mean velocity profile. As shown in Table 5,
the transition between the smooth flow and rough flow is accompa-
nied by a sudden increase in the relative roughness (from 60 in Sec-
tion 6 to 169 in Section 5). Note that the transition occurs between
two sections where the waves are not dramatically different. There-
fore, the choice of the reference system should affect the value of C
in a similar way. The computed values of C in the two sections are
very different (C=7.76 and C=−3.94), at least in the present ex-
perimental conditions (strong wind and wind-generated waves in
limited fetches), so the fixed reference system seems to be adequate
for interpreting the mean flow profile with a roughness related to the
wave amplitude.

Another frequently used expression for the velocity profile is U
u�
¼

1
k ln

z
z0

where z0 is the equivalent surface roughness. The relation
between z0 and the friction/velocity is often parametrized by the
Charnock (1955) parameter αCh=z0g/u*

2 which assumes a commonly
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Fig. 18. The horizontal mean wind velocity profiles over water gravity waves in the test
sections. The average wind speed in the free stream is U∞=10.90 m/s.

Fig. 19. Normalised profiles of mean streamwise velocity in the wall coordinates at dif-
ferent fetches. Open symbols: flow over water surface. Solid symbols: flow over solid
wall.
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accepted value equal to 0.0144. The computed Charnock parameter αCh

are reported in Table 5. These values are roughly one order of magni-
tude smaller than the reference value 0.0144 but well compare with
similar results obtained by Liberzon and Shemer (2011) in similar
conditions. The authors, for the minimum fetch of their experiments
(fetch=1000mm) and for wind velocityU10=8.6–13.04 m/s calculate
a value αCh~0.001 (see Fig. 5 in Liberzon and Shemer, 2011), while
for increasing fetches calculate values which approach the commonly
accepted value.

3.2.4. The friction coefficient
The friction coefficient Cf defined by

Cf ¼
τs

ρairU
2
∞
¼ u�

U∞

� �2
ð28Þ

is plotted against the Reynolds number based on the fetch Rex ¼
U∞x=νair in Fig. 20. The drag of the solid wall reaches the turbulent
smooth flow conditions only in the last three sections of measurements
Table 5
Parameters for mean velocity profiles at different fetches. Measurements in air over water. x
puted thickness of the boundary layer,Wc is the wake coefficient, Rex is the Reynolds numbe
and δteor-lam are the theoretical boundary layer thicknesses in turbulent and laminar condi
roughness based on ac-rms, and αCh is the Charnock parameter.

Section # S7 S6 S5 S4

x (mm) 37 120 220 320
U∞ (m/s) 10.30 10.50 10.93 10.7
u* (m/s) 0.39 0.40 0.74 0.7
δ (mm) 3.9 9.4 18.0 19.1
Wc 1.209 0.939 0.350 0.3
Rex (×105) 0.252 0.834 1.59 2.2
C 8.84 7.76 −3.94 −3.7
δteor-turb (mm) 1.4 2.2 3.9 5.4
δteor-lam (mm) 0.4 0.6 0.8 0.8
ac-rms (mm) 1.31 2.26 3.44 3.5
a+ 34 60 169 167
αCh 0.0034 0.0023 0.0037 0.0
for Rex>3·105, while it is in transition and even in super-laminar flow
conditions near the entry section. A similar behaviour is observed for
the surface drag on the air–water interface at low Reynolds numbers
(Rexb2·105), with a friction coefficient lower than that of a smooth
flat plate in the turbulent regime ( Cf ¼ 0:0295⋅Re−1=5

x ) and in the
super-laminar condition near the entry section (for laminar flow
Cf ¼ 0:332⋅Re−1=2

x ). However, the transition is very fast, and the fric-
tion factor grows, reaching the fully turbulent rough flow value (which

satisfied the equation 1:458 2Cf

	 
−2=5− ln
ffiffiffiffiffi
Cf

q
¼ lnRex computed

using the experimental equation Cf=0.5[2.87+0.686 ln(x/ks)]−5/2,
where ks is the roughness height, and assuming the fully turbulent
rough flow beyond ksu*/ν=70). In Fig. 20, the results from Hsu and
Hsu (1983) are also shown, which are generally in a super-smooth
flow regime except for the larger Reynolds number. With sufficient
perturbation, the laminar–turbulent transition of the plane boundary
layer is reached at Rexcrit=3·105, whereas a particularly smooth flow
is reached for Rexcrit=3·106. For the present tests over a rigid plane,
the transition starts at Rexcrit~105. This point is further discussed in
the following analysis of the boundary layer thickness. In general, the
is the fetch length, U∞ is the asymptotic velocity, u* is the friction velocity, δ is the com-
r based on x and on U∞, C is the constant in the non-dimensional velocity profile, δteor-tur
tion, ac-rms is the root mean square amplitude of the crest, a+ is the non-dimensional

S3 S2 S1 S0

420 520 620 720
2 10.74 10.72 10.94 10.92
1 0.68 0.72 0.63 0.63

21.2 24.6 28.0 36.2
75 0.322 0.323 0.348 0.412
7 2.99 3.69 4.49 5.21
8 −2.97 −4.39 −1.90 −2.95

7.0 8.5 10.0 11.5
0.9 0.9 1.0 1.1

6 3.3 3.17 3.18 3.29
149 151 133 137

025 0.0028 0.0028 0.0013 0.0007
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Fig. 20. Wind-friction coefficient Cf as a function of the Reynolds number. △ Hsu and
Hsu (1983); ●, this experiment, air flow over water; ■, this experiment, air flow
over a planar smooth rigid wall.
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wall roughness encourages the laminar–turbulent transition because
the roughness produces additional disturbances and reduces the critical
Reynolds number, but there are very fewmeasurement of this transition
over a rough surface. The critical Reynolds number drops only if the non-
dimensional roughness height U∞ks/ν>120 (Schlichting and Gersten,
2000). For the present experiments, a roughness height of ks>0.16 mm
was sufficient for the transition. Assuming ks∝Hrms, it results in an earlier
transition in the presence of water waves with respect to a smooth
flat plate.
3.2.5. The thickness of the boundary layer
A good indicator of the boundary layer evolution is its streamwise

thickness variation. The developments of the measured and theoretical
boundary-layer thickness are compared in Fig. 21.

The laminar and turbulent relationships refer to the boundary
layer developed on a flat plate. In fact, the ramp of the water tank in
this experiments accelerates the boundary layer, which is already
turbulent but confined; then, beyond the junction section between
the upstream ramp and the horizontal rigid plane (or the wave tank),
limited growth is observed the boundary layer thickness. Due to the
spatial evolution of the boundary, a progressive adaptation of the
boundary layer occurs. 500 mm is added to the theoretical turbulent
boundary layer thickness to fit the evolution measured on a rigid plane
Fig. 21. Dependence of the boundary-layer thickness on the Reynolds number. The turbu-
lent boundary layer equationwas represented with a fictitious origin atRex ¼ 1:5⋅105 to
have the transition atRex ¼ 3⋅105. The dot-dashed line fits the turbulent profile to repro-
duce the measured profile on a rigid bottom.
bottom, obtaining the dot-dashed curve in Fig. 22. Further deviations
from the theoretic profile are attributed to the effect of displacement,
i.e., the interaction with the outer flow, which slightly modifies the
asymptotic free stream velocity.

As seen in Fig. 22, the boundary layer thickness increases with fetch
monotonically, but the growth rate is much higher for the boundary
layer over waves. For both experimental profiles (over a solid wall and
over water), a sudden change in the boundary-layer thickness growth
is evident at a fetch of 200 mm. Close to this fetch, the re-adaptation
process of the boundary layer has almost completed.

4. Conclusions

A series of experiments was planned in a wind tunnel with a water
tank in order to analyse the efficiency in momentum transfer from
the wind to gravity waves. Gravity waves are generated entirely by
the wind. Several parameters of the wind flow field and of the gravity
waves are experimentally evaluated and compared with existing
theories or other experiments. Amongst them the friction coefficient
and the velocity drift at the surface of the water are analysed in details.
The aim of the experiments is a deeper analysis of the phenomena
occurring, in nature, at different scales, controlling the energy budget
on a planetary scale and wave growth, wave breaking, meteorological
tides at smaller scales.

• The wind-generated waves show the typical growing trend with
fetch and wind speed and are also asymmetric, with crests more
pronounced than troughs.

• The phase and group velocities of the waves are computed using a
cross-correlation technique of the water level measured in several
spaced sections. The phase velocity, due to the current in the tank
flowing in the direction of wave propagation, as expected, is larger
than the theoretical velocity in the absence of the current and is
affected by wind drift and Stokes current, which are variable in
space. The group velocity is affected in a similar way, and a model is
developed to account for the relative variation of phase velocity and
group velocity, which includes a dependence of the drift velocity
from the wave steepness.

• The wave grouping is detected, with a statistic of the runs and of the
total runs close to the statistic measured for real sea waves. The
Fig. 22. Evolution of the boundary-layer thickness with the fetch.
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correlation coefficient between two successive wave heights is
generally smaller than the theoretical coefficient because of the
asymmetry of the waves, which suggests that the envelope of the
crests and the envelope of the troughs should be treated separately.

• The air flow boundary layer over the water waves shows a logarith-
mic profile with a wake near the free stream. The apparent rough-
ness is related to the wave amplitude, and the flow is turbulent
with the friction coefficient typical of a full rough flow, except for
sections with limited fetch. The transition to turbulence occurs at
an earlier stage with respect to the transition of a boundary layer
over a smooth, flat rigid wall. The thickness of the boundary layer
over the water waves grows much faster than for the boundary
layer over a plain, smooth solid wall.
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